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Learning for  
Long-horizon Planning
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Motivation

2



Linfeng Zhao / Northeastern University / CS 5180 Guest Lecture

You might have used planning in
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Robot Manipulation / 
Control Arm

Robot Navigation

Board games, e.g., Chess
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Some names related to planning
• path planning 

• motion planning 

• task planning 

• model predictive control 

• model-based RL 

• …
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Example — Go game
Planning can help us find best sequence of actions through search over the action space
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Example — Mobile Manipulation
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Example — Mobile Manipulation
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Robot Action Sequence
Think over long-horizon

Need planning!
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Why do we need planning?
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For e.g., solving  
long-horizon tasks!
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Planning is great, but…
Existing planning algorithms normally operate on either well engineered state features 
and action representations and are specialized for them 

Discrete: e.g,. graph search, task planner 

Continuous: e.g., model predictive control 

However, these features are normally hand crafted, which would struggle to scale up 

e.g., discrete graph nodes or continuous vectors 

Can planning algorithms handle complex tasks high-dimensional raw input?
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Why need learning for planning?
Reason 1 — Approximate complex functions from training data and generalize 

E.g., learning features from raw observations, learning transition functions 

Reason 2 — Scaling up with more compute and data → Better planning performance 

Scaling laws / The bitter lesson — algorithms that can use compute eventually take over 

Learning and Search/Planning are two major types of examples 

Well integration of learning with planning helps planning to scale up to more challenging 
and longer-horizon tasks 

(And so on)
10
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Outline

Goals and Motivation 

Basics of Planning 

The Role of Learning in Planning 

Planning Algorithms & Integration with Learning 

Case Study: Mobile Manipulation 

Takeaways
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Basics of Planning
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What is planning?
A (learned) state space 

A (learned) transition model (world model) 

•  —  is transition dynamics, 
 is reward function 

• Or deterministic case:  

Objective of planning 

• 1, Maximize reward/utility function, or minimize cost 

• 2, Reach goal region

M = ⟨P, R⟩ P(s′ ∣ s, a)
R(s, a)

s′ , r = F(s, a)

13

[Credit: MuZero, DeepMind]
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1. Planning in RL / Optimal Control

14Lecture: Integrated learning and planning. David Silver, 2015.
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What is a model here

15Lecture: Integrated learning and planning. David Silver, 2015.
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Example: Learning a table lookup model

16Lecture: Integrated learning and planning. David Silver, 2015.
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Planning with the learned model

17

[Credit: MuZero, DeepMind]
Lecture: Integrated learning and planning. David Silver, 2015.
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18Lecture: Optimal Control and Planning & Model-based RL. Sergey Levine, 2017.
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19Lecture: Optimal Control and Planning & Model-based RL. Sergey Levine, 2017.
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20Lecture: Optimal Control and Planning & Model-based RL. Sergey Levine, 2017.
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21Lecture: Optimal Control and Planning & Model-based RL. Sergey Levine, 2017.
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22Lecture: Optimal Control and Planning & Model-based RL. Sergey Levine, 2017.
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2. Planning in classic AI community

AI planners have been developed over decades: STRIPS, PDDL, … 

States are object-centric relational classifiers. Actions are options / operators / skills.

23Bilevel Planning for Robots: An Illustrated Introduction. Kumar et al. Blog.
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STRIPS / PDDL
Some formal definition. 

Connection between options in RL 
and operators in STRIPS has been 
studied by George Konidaris: 

Konidaris, G., Kaelbling, L. P., & Lozano-Pérez, 
T. (2018). From skills to symbols: Learning 
symbolic representations for abstract high-
level planning. Journal of Artificial Intelligence 
Research.

24Planning Algorithms. Steven M. LaValle, 2006.
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Abstraction Actions: Operators

25Bilevel Planning for Robots: An Illustrated Introduction. Kumar et al. Blog.
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Connection of 2 formalisms
Connection: 

The MDP (state-space representation) in 
RL and STRIPS/PDDL in classic AI 
planning are closely connected 

A STRIPS/PDDL task planning problem 
can be converted to state-space 
representation, e.g., MDP. 

Intuition: 

Find (stochastic) shortest path on a 
discrete directed graph.

26Planning Algorithms. Steven M. LaValle, 2006.
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Basics of Planning: Summary
People in RL / optimal control and people in classic AI planning communities have different 
languages and serve for different purposes. 

They are closely related while are suitable for different use cases. 

Now — switch angle, how learning is helpful in these planning techniques.

27
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Outline

Goals and Motivation 

Basics of Planning 

The Role of Learning in Planning 

Planning Algorithms & Integration with Learning 

Case Study: Mobile Manipulation 

Takeaways
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The Role of Learning in 
Planning

29



Linfeng Zhao / Northeastern University / CS 5180 Guest Lecture

Where does learning come in
1, A (learned) state space 

2, A (learned) transition model (world model) 

•  —  is transition dynamics,  is reward function 

• Or deterministic case:  

3, Planning algorithm & objective 

•  

• Objective: 

M = ⟨P, R⟩ P(s′ ∣ s, a) R(s, a)

s′ , r = f(s, a)

actions = Planner(state, goal)

30
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1. Learning World Models for Planning

31
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Object-centric World Models

32
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Compositionality and Object-centric

33Zhao et al. Toward Compositional Generalization in Object-Oriented World Modeling. ICML 2022.
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View: Multi-step World Model Inference

Slot MDP

Scene MDP Question: How to solve the binding issue?
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Sora — video prediction

34
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Video-language model (for planning)

Video prediction for next frame 

With/without actions

35
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2. Learning Representations for Planning
We want to learn a compact 
and abstract representation 
of the world 

Original transition dynamics 
 or  may 

be too hard to learn
p(s′ ∣ s, a) s′ = f(s, a)

36A Theory of Abstraction in Reinforcement Learning. David Abel, PhD Thesis 2020.
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Action Abstraction: Options framework
Options: 

Temporally extended actions 

Developed in Semi-MDP

37Reinforcement Learning: An Introduction. Andrew Barto and Richard S. Sutton 2018.
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State Abstraction: via State Partition

38A Theory of Abstraction in Reinforcement Learning. David Abel, PhD Thesis 2020.
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Planning in the abstracted model

39A Theory of Abstraction in Reinforcement Learning. David Abel, PhD Thesis 2020.
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Object-centric State Representations

40
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Abstract Action: Operators/Skills
Used in STRIPS and PDDL:

41Bilevel Planning for Robots: An Illustrated Introduction. Kumar et al. Blog.
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3. Learning Planning Computation
Normally we have an algorithm to 
do planning computation: 

 

This can also be done 
approximately via a neural network, 
e.g., LLM with Transformer: 

actions = Planner(state, goal)

actions = LLM(state, goal)

42Song et al. LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models.
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Using VLMs to Plan

Hu et al. Look Before You Leap: Unveiling the Power of GPT-4V in Robotic Vision-Language 
Planning. arXiv 2023. 
*This paper has been using teleop for real-robot demo

43
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Section Summary
Learning is helpful for various places for planning! 

How can we really use them in planning? 

Next: 

Go over several types of planning algorithms 

Analyze why and how learning is helpful

44
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Outline

45

Goals and Motivation 

Basics of Planning 

The Role of Learning in Planning 

Planning Algorithms & Integration with Learning 

Case Study: Mobile Manipulation 

Takeaways



Planning Algorithms & 
Integration with Learning
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Overview of planning algorithms
1. High-level / Discrete Space Planning 

2. Low-level / Continuous Space Planning 

3. Planning in Hybrid Space 

Goals: 

Go over several types of planning algorithms 

Analyze why and how learning is helpful

47
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1. High-level / Discrete Space Planning

48

Blocks World
Plan length: 28

Planning time: 0.12 s

Sokoban
Plan length: 167

Planning time: 0.25 s

Hanoi
Plan length: 579

Planning time: 0.22 s

[Credit: Tom Silver]
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Example: MCTS

Related algorithms: AlphaGo, AlphaZero, MuZero — from Google DeepMind.
49
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Example: PDDL Planning

50
Bilevel Planning for Robots: An Illustrated Introduction. Kumar et al. Blog.
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Example: A*

51[https://github.com/zhm-real/PathPlanning]

https://github.com/zhm-real/PathPlanning
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Learning-based: MuZero
1, Representation: learned state encoder 

2, Transition Model: learned MLP 

3, Planning algorithm: MCTS

52

[Credit: MuZero, DeepMind]
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Learning-based: LLM/VLM planning
1, Representation: language/vision tokenizer 

2, Transition Model: learned Transformer 

3, Planning algorithm: learned Transformer

53
Vaswani* et al. Attention is all you need. NIPS 2017.
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2. Low-level / Continuous Space Planning

54
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Example: RRT (rapidly-exploring random trees)

55[https://github.com/zhm-real/PathPlanning]

https://github.com/zhm-real/PathPlanning
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Example: MPC (Model Predictive Control)
Idea: 
- Predict a few states into the 
future 
- Follow the actions from the 
better path 

Another name: 
Receding horizon control

56[https://www.do-mpc.com/]
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MPC — example task
Example Task: 

Bring the oscillating masses to a rest 

 
Objective / Cost / Reward: 

Use less energy and reach a stable 
state as soon as possible

57[https://www.do-mpc.com/]
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MPC — predictive horizon

58[https://www.do-mpc.com/]
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Bonus: Eclipse!

Physicists extract useful state variables 

Use physical equations to predict 

Then calculate when we can reach a desired 
state

59
[https://www.britannica.com/science/eclipse/Prediction-and-calculation-of-solar-and-lunar-eclipses]

https://www.britannica.com/science/eclipse/Prediction-and-calculation-of-solar-and-lunar-eclipses
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Learning-based: TD-MPC
1, Representation: learned state encoder 

2, Transition Model: learned MLP 

3, Planning algorithm: MPPI (MPC) 

It is a continuous version of MuZero by 
using MPPI instead of MCTS. 

Hansen et al. Temporal Difference 
Learning for Model Predictive Control. 
ICML 2022.

60
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Learning-based: Diffusion Planner
1, Representation: learned state encoder 

2, Transition Model: learned diffusion model 

3, Planning algorithm: learned diffusion model 

This is a fully end-to-end differentiable 
architecture 

Janner* et al. Planning with Diffusion for 
Flexible Behavior Synthesis. ICML 2022.
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3. Planning in Hybrid Space

62
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Spot: play ball on table, failure

63



Linfeng Zhao / Northeastern University / CS 5180 Guest Lecture

Spot: place ball on table, success

64
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Integrated Task and Motion Planning

65Garrett et al. Integrated Task and Motion Planning. Annual Review of Control, Robotics, and Autonomous Systems. 2021
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Why “integrated”?

66Lecture: Task and Motion Planning. Rachel Holladay, 2021.
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Representative TAMP algorithms

67
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A table of TAMP approaches (by 2021)
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Using VLMs to Plan

Hu et al. Look Before You Leap: Unveiling the Power of GPT-4V in Robotic Vision-Language 
Planning. arXiv 2023. 
*This paper has been using teleop for real-robot demo
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Case Study:  
Mobile Manipulation with Spot

71
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Spot: From raw camera to motor actions

72[Kumar*, Silver*, McClinton, Zhao, Proulx, Lozano-Perez, 
Kaelbling, Barry. Under Review 2024]
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Challenges

Still far from general-purpose robots with long-horizon planning for mobile manipulation 

- We don’t have a model or even data for training one on real robots! 

- Partial observability, action execution noise, accurate skills…

73
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Overview: Bilevel Planning
Idea: 

Build a high-level symbolic model 

Hand design skills/operators 

Use AI planner to solve high-level 
planning problem 

Then ground symbolic actions to 
physical world 

74
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Specifying Skill Operators

75
[Credit: Tom Silver]
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…

Detic 
(Zhou et al. 2022)

SAM 
(Kirillov et al. 2023)

Brush

Car Toy

Bin

Ball Toy

Chair

…

RGBD  
(On-Robot Cameras)

Front Left Fisheye

Front Right Fisheye

Left Fisheye

…

id type x y z …

brush movable 7.44 5.25 0.32 …

Object-Centric State

id type x y z …

car toy movable 6.85 5.31 0.31 …

id type x y z …

bin container 6.52 5.40 0.33 …

id type x y z …

ball toy movable 5.44 5.61 1.21 …

id type x y z …

chair movable 5.39 4.98 0.55 …

…

Prompts 
(Manually-defined)

scrubbing brush/ 
hammer/ 

mop/ 
giant white toothbrush  

 
small white ambulance 

toy/ 
car_(automobile) toy/ 

egg  
 

white plastic container with 
black handles/ 

white plastic tray with 
black handles/ 

white plastic bowl/ 
white storage bin with 

black handles

small white ball/ 
ping-pong ball/ 

snowball/ 
cotton ball/ 

white button  
 

chair

…

[Kumar*, Silver*, McClinton, Zhao, Proulx, Lozano-Perez, 
Kaelbling, Barry. Under Review 2024]

Perception / State Representation
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Bilevel Planning demonstration

78
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Example — Mobile Manipulation

79
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Takeaways
Long-horizon planning is a very challenging problem, particularly for planning on robots 

It involves approximating complex functions: abstracting states and actions, modeling the 
world, planning on high-dimensional space 

Learning needs to be well integrated with planning, so the planning algorithms could scale 
up to complicated, raw sensor-input, long-horizon tasks

81
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Thank you!

Goals and Motivation 

Basics of Planning 

The Role of Learning in Planning 

Planning Algorithms & Integration with Learning 

Case Study: Mobile Manipulation 

Takeaways
82
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Sources / References
• Reinforcement Learning: An Introduction. Andrew Barto and Richard S. Sutton 2018. 

• Lecture: Integrated learning and planning. David Silver, 2015. 

• Lecture: Optimal Control and Planning & Model-based RL. Sergey Levine, 2017. 

• A Theory of Abstraction in Reinforcement Learning. David Abel, PhD Thesis 2020. 

• Planning Algorithms. Steven M. LaValle, 2006. 

• Bilevel Planning for Robots: An Illustrated Introduction. Nishanth Kumar, Willie McClinton, 
Kathryn Le, Tom Silver. MIT LIS Blog 2023. 

• (Presentation slides) Kumar*, Silver*, McClinton, Zhao, Proulx, Lozano-Perez, Kaelbling, Barry. 
Practice Makes Perfect: Planning to Learn Skill Parameter Policies. Under Review 2024.
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